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Lab Overview - HOL-2410-01-SDC - Virtualization 101Lab Overview - HOL-2410-01-SDC - Virtualization 101

[2][2]Virtualization 101Virtualization 101

If you are not familiar with Virtualization, this lesson will give you an introduction to it.

If you are familiar with virtualization or have taken this lab previously, you can jump ahead to Module 1 - Introduction to managementModule 1 - Introduction to management
with vCenter Serverwith vCenter Server .

[3][3]What is Virtualization:What is Virtualization:

Today's x86 computer hardware was designed to run a single operating system and a single application, leaving most machines vastly
underutilized. Virtualization lets you run multiple virtual machines on a single physical machine, with each virtual machine sharing the
resources of that one physical computer across multiple environments. Different virtual machines can run different operating systems
and multiple applications on the same physical computer.
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[4][4]Virtualization DefinedVirtualization Defined

Virtualization is placing an additional layer of software called a hypervisor on top of your physical server. The hypervisor enables you to
install multiple operating systems and applications on a single server.
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[5][5]SeparationSeparation

By isolating the operating system from the hardware, you can create a virtualization-based x86 platform. VMware's hypervisor-based
virtualization products and solutions provide you the fundamental technology for x86 virtualization.
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[6][6]PartitioningPartitioning

In this screen, you can see how partitioning helps improve utilization.
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[7][7]IsolationIsolation

You can isolate a VM to find and fix bugs and faults without affecting other VMs and operating systems. Once fixed, an entire VM
Restore can be performed in minutes.
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[8][8]EncapsulationEncapsulation

Encapsulation simplifies management by helping you copy, move and restore VMs by treating entire VMs as files.
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[9][9]Hardware IndependenceHardware Independence

VMs are not dependent on any physical hardware or vendor, making your IT more flexible and scalable.
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[10][10]BenefitsBenefits

Virtualization enables you to consolidate servers and contain applications, resulting in high availability and scalability of critical
applications.
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[11][11]Simplify RecoverySimplify Recovery

Virtualization eliminates the need for any hardware configuration, OS reinstallation and configuration, or backup agents. A simple
restore can recover an entire VM.
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[12][12]Reduce Storage CostsReduce Storage Costs

A technology called thin provisioning helps you optimize space utilization and reduce storage costs. It provides storage to VMs when it's
needed, and shares space with other VMs.

HOL-2410-01-SDC: Virtualization 101

H A N D S - O N  L A B S  M A N U A L  |  1 4



[13][13]Cost AvoidanceCost Avoidance

[14][14]Lab GuidanceLab Guidance

Note: It may take more than 90 minutes to complete this lab. You may only finish 2-3 of the modules during your time.Note: It may take more than 90 minutes to complete this lab. You may only finish 2-3 of the modules during your time. However, youHowever, you
may take this lab as many times as you want. The modules are independent of each other so you can start at the beginning of anymay take this lab as many times as you want. The modules are independent of each other so you can start at the beginning of any
module and proceed from there. Use the Table of Contents to access any module in the lab.module and proceed from there. Use the Table of Contents to access any module in the lab. The Table of Contents can be accessed inThe Table of Contents can be accessed in
the upper right-hand corner of the Lab Manual.the upper right-hand corner of the Lab Manual.

This introductory lab demonstrates the core features and functions of vSphere and vCenter. This is an excellent place to begin your
Virtualization 101 experience.

This lab will walk you through the core features of vSphere and vCenter, including storage and networking.

The lab is broken into 3 Modules and the Modules can be taken in any order.

Lab Module List:

�l Module 1 - An Introduction to Management with vCenter ServerModule 1 - An Introduction to Management with vCenter Server (60 Minutes)(Basic) This module will start with an interactive

simulation of an ESXi installation. ESXi is the foundation of vSphere and is sometimes referred to as the host. After the
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installation, the ESXi Host Client will be reviewed. It is a web-based management tool that allows you to manage a single ESXi

host at a time.

�l Module 2 - An Introduction to vSphere Networking and SecurityModule 2 - An Introduction to vSphere Networking and Security (60 Minutes)(Basic) Learn how to add, configure, and work

with vSphere Standard and Distributed Switches for most types of in and out network traffic of the ESXi host through vCenter,

as well as the advanced networking features it provides.

�l Module 3 - An Introduction to vSphere StorageModule 3 - An Introduction to vSphere Storage (60 Minutes)(Basic) This module will provide you with an overview of the

different types of storage available in vSphere. You will go through different scenarios such as creation and configuration of

vSphere Datastores, management of storage vMotion, among others.

Each Module will take approximately 60-90 minutes to complete, but based on your experience this could take more or less time.

We have included videos throughout the modules. To get the most out of these videos, it is recommenced that you have headphones
to hear the audio. The timing of each video is noted next to the title. In some cases, videos are included for tasks we are unable to show
in a lab environment, while others are there to provide additional information. Some of these videos may contain an earlier edition of
vSphere, however, the steps and concepts are primarily the same.

Lab Captains:Lab Captains:

�l Doug Baer, Staff Solution Architect, USA

�l Dave Rollins, Director, Cross-Cloud Services Technical Product Marketing, USA

�l Dave Cook, Sr. Technical Marketing Architect, USA

�l Milena Chen, Content Architect, Costa Rica

This lab manual can be downloaded from the Hands-on Labs document site found here:

http://docs.hol.vmware.comhttp://docs.hol.vmware.com

This lab may be available in other languages. To set your language preference and view a localized manual deployed with your lab,
utilize this document to guide you through the process:

http://docs.hol.vmware.com/announcements/nee-default-language.pdfhttp://docs.hol.vmware.com/announcements/nee-default-language.pdf

HOL-2410-01-SDC: Virtualization 101

H A N D S - O N  L A B S  M A N U A L  |  1 6

http://docs.hol.vmware.com/
http://docs.hol.vmware.com/announcements/nee-default-language.pdf


[15][15]First time using Hands-on Labs?First time using Hands-on Labs?

Welcome! If this is your first time taking a lab navigate to the AppendixAppendix in the Table of Contents to review the interface and features
before proceeding.

For returning users, feel free to start your lab by clicking next in the manual.
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[16][16]You are ready....is your lab?You are ready....is your lab?

Please verify that your lab has finished all the startup routines and is ready for you to start. If you see anything other than "Ready",
please wait a few minutes. If after 5 minutes your lab has not changed to "Ready", please ask for assistance.
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Module 1 - Introduction to Management with vCenter Server (60 minutes)Module 1 - Introduction to Management with vCenter Server (60 minutes)

[18][18]IntroductionIntroduction

This module will start with an interactive simulation of an ESXi installation. ESXi is the foundation of vSphere and is sometimes referred
to as the host. After the installation, the ESXi Host Client will be reviewed. It is a web-based management tool that allows you to
manage a single ESXi host at a time.

The remainder of the module will focus on using the vSphere Client to access vCenter Server and manage your entire virtual
infrastructure using one interface. Virtual machines will be created, with more details covered on how to manage and monitor the
environment. Lastly, you will migrate some workloads with VMware vMotion and learn how to use the performance charts and graphs in
the vSphere Client.

[19][19]Hands-on Labs Interactive Simulation and Videos: ESXi Installation and ConfigurationHands-on Labs Interactive Simulation and Videos: ESXi Installation and Configuration

Due to the environment the Hands on Labs are running in and the high I/O it would cause, we are not able to install software. Please
use the following videos or simulation to walk through the process.

[20][20]Hands-on Labs Interactive Simulation: ESXi Installation and ConfigurationHands-on Labs Interactive Simulation: ESXi Installation and Configuration

This part of the lab is presented as a Hands-on Labs Interactive SimulationHands-on Labs Interactive Simulation . This will allow you to experience steps which are too time-
consuming or resource intensive to do live in the lab environment. In this simulation, you can use the software interface as if you are
interacting with a live environment.

Click the button below to start the simulation!

View the Interactive SimulationView the Interactive Simulation

You can hide the manual to use more of the screen for the simulation.
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NOTE: When you have completed the simulation, click on the Manual tab to open it and continue with the lab.NOTE: When you have completed the simulation, click on the Manual tab to open it and continue with the lab.

[vlp:close-panel|manual|Close Instructions Panel][vlp:close-panel|manual|Close Instructions Panel]

[21][21]Open the Lab Main Console and ManualOpen the Lab Main Console and Manual

Click the button below to switch back to the Main Console

[vlp:switch-console|Main Console|Switch Back to the Main Console]

Click on the button below to open back the main manual

[vlp:close-panel|manual|Close Instructions Panel]
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[22][22]Video: Installing and Configuring vSphere (4:36)Video: Installing and Configuring vSphere (4:36)

The following video will walk through the process of installing and configuring vSphere.

https://www.youtube.com/watch?v=naK5opxyKWAhttps://www.youtube.com/watch?v=naK5opxyKWA

[23][23]Video: Overview of the DCUI (4:58)Video: Overview of the DCUI (4:58)

This video will walk you through the Direct Console User Interface (DCUI).
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https://www.youtube.com/watch?v=CPsX3Sx7XpIhttps://www.youtube.com/watch?v=CPsX3Sx7XpI

[24][24]ESXi Host ClientESXi Host Client

The VMware Host Client is an HTML5-based client that is used to connect to and manage single ESXi hosts.

You can use the VMware Host Client to perform administrative and basic troubleshooting tasks, as well as advanced administrative
tasks on your target ESXi host. You can also use the VMware Host Client to conduct emergency management when vCenter Server is
not available.

It is important to know that the VMware Host Client is different from the vSphere Web Client, regardless of their similar user interfaces.
You use the vSphere Web Client to connect to vCenter Server and manage multiple ESXi hosts, whereas you use the VMware Host
Client to manage a single ESXi host.

For additional details on the VMware Host Client, please see this PDF ( https://docs.vmware.com/en/VMware-vSphere/8.0/vsphere-https://docs.vmware.com/en/VMware-vSphere/8.0/vsphere-
esxi-host-client-212-guide.pdfesxi-host-client-212-guide.pdf )

This lesson will walk through some of the most frequently used features in the ESXi Host Client.
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[25][25]Launch FirefoxLaunch Firefox

1.Click on the Firefox IconFirefox Icon on the Linux Task Bar

[26][26]Select esx-03aSelect esx-03a

1.From the Bookmarks bar, select esx-03a Adminesx-03a Admin
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[27][27]LoginLogin

1.Login with the following credentials:

�l User name:User name: root

�l Password:Password: VMware1!

2.Click the LoginLogin button
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[28][28]ESXi Host ClientESXi Host Client

The ESXi Host, in this case, esx-03aesx-03a , can now be directly managed. This can be useful in test/dev environments where a vCenter Server
is not present or in a production environment where the vCenter Server is not reachable.

The initial screen shows high-level details and recent tasks. There are also various power options for the host and an Actions menu for
the most common tasks. Note that the server is currently in Maintenance Mode, which will be discussed in a future lesson.

1.Click on ManageManage
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[29][29]SystemSystem

On the SystemSystem tab, the most common options set here are the date and time for the host. It can be set and synchronized with an NTP
server or set manually. In addition, Autostart settings for the host can be configured here as well.

[30][30]HardwareHardware

1.Click on the HardwareHardware tab
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2.Click Power ManagementPower Management

This is where power management policies can be set for the host.

[31][31]ServicesServices

1.Click the ServicesServices tab

Services like SSH access and the Direct Console UI can be stopped and started from this screen.
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[32][32]Security and UsersSecurity and Users

On the Security & Users tab, security options such as authentication to Active Directory and Certificates can be set here. There is also
the ability to create additional roles and user accounts for the host itself. This option uses accounts that are local only to the host and
not shared with any other hosts or vCenter Server. vCenter Server is set up to use single sign-on which makes account management
much easier. This will be reviewed in the lessons that follow.

1.Click on Security & usersSecurity & users
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[33][33]MonitorMonitor

The Monitor section includes Performance Charts, Hardware monitoring, an event log and other useful monitoring information.

1.Click on MonitorMonitor

1.Click the LogsLogs tab

On the Logs tab, a support bundle can be created that includes log files and system information that can be helpful in troubleshooting
issues.
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[34][34]Generate Support BundleGenerate Support Bundle

1.Click the Generate support bundleGenerate support bundle button

This operation will automatically download the support file. It will take a couple of minutes.
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You may be asked to provide credentials. Use the same information you used to log in:

�l Username:Username: root

�l Password:Password: VMware1!

1.Click on Log inLog in

[35][35]Save the Support BundleSave the Support Bundle

1.Click on SaveSave if the pop up shows up.
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1.Click on the downloaded filedownloaded file

2.A pop-up windowpop-up window will appear with the downloaded support file. Review file if needed.

3.Close windowClose window when finished.
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[36][36]VMs, Storage and NetworkingVMs, Storage and Networking

1. In addition to managing and monitoring the host, Virtual MachinesVirtual Machines can be created, StorageStorage and NetworkingNetworking can be

configured at the host level.

Since these features will be covered throughout the lab and the actions performed are identical, just at the vCenter Server level, we will
not be reviewing them here.

The ESXi Host Client can be very useful in situations where a vCenter Server is not present to manage the host. However, when a
vCenter Server is present, it is the preferred option and provides better tools to manage your infrastructure as a whole.
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[37][37]vCenter 8 OverviewvCenter 8 Overview

vCenter Server unifies resources from individual hosts so that those resources can be shared among virtual machines in the entire
datacenter. It accomplishes this by managing the assignment of virtual machines to the hosts and the assignment of resources to the
virtual machines within a given host based on the policies that the system administrator sets.

VMware vSphere 8 iVMware vSphere 8 i s the enterprise workload platform that brings the benefits of cloud to on-premises workloads. It supercharges
performance with DPU and GPU based acceleration, enhances operational efficiency through the VMware Cloud Console, seamlessly
integrates with add-on hybrid cloud services, and accelerates innovation with an enterprise-ready integrated Kubernetes runtime that
runs containers alongside VMs.
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[38][38]vSphere ComponentsvSphere Components

The above diagram shows how vCenter fits in the vSphere stack. With vCenter installed, you have a central point of management.
vCenter Server allows the use of advanced vSphere features such as vSphere Distributed Resource Scheduler (DRS), vSphere High
Availability (HA), vSphere vMotion, and vSphere Storage vMotion.

The other component is the vSphere Web Client. The vSphere Web Client is the interface to vCenter Server and multi-host
environments. It also provides console access to virtual machines. The vSphere Web Client lets you perform all administrative tasks by
using an in-browser interface.
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[39][39]Data Processing UnitsData Processing Units

vSphere Distributed Services Engine unlocks the power of Data Processing Units (DPUs) for hardware accelerated data processing to
improve infrastructure performance, boost infrastructure security and simplify DPU lifecycle management. vSphere 8 makes using DPUs
easy for workloads to take advantage of these benefits.

Data Processing UnitsData Processing Units (DPU) exist today and live in the hardware layer, similar to a PCIe device like a NIC or GPU. Today networking,
storage and host management services run in the instance of ESXi virtualizing the x86 compute layer.
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[40][40]vSphere Distributed Services EnginevSphere Distributed Services Engine

In vSphere 8, an additional instance of ESXi is installed directly on the Data Processing UnitESXi is installed directly on the Data Processing Unit . This allows ESXi services to be offloaded to
the DPU for increased performance.

In vSphere 8 GA, we support greenfield installations with support for network offloading with NSX. vSphere Distributed Services Engine
is life-cycle managed using vSphere Lifecycle Manager. When remediating a host that contains a DPU ESXi installation, the DPU ESXi
version is always remediated with the parent host and kept in version lock-step.
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[41][41]Video: Getting Started with vSphere Distributed Services Engine (9:55)Video: Getting Started with vSphere Distributed Services Engine (9:55)

https://www.youtube.com/watch?v=7_vI4_K-Ht8https://www.youtube.com/watch?v=7_vI4_K-Ht8

Discover how VMware is leveraging new hardware technology with Data Processing Units; to boost performance, security, and
consolidation ratios among other advantages.

[42][42]vCenter Single Sign OnvCenter Single Sign On

vSphere 5.1 introduced vCenter Single Sign On (SSO) as part of the vCenter Server management infrastructure. This change affects the
vCenter Server installation, upgrading, and operation. Authentication by vCenter Single Sign On makes the VMware cloud infrastructure
platform more secure by allowing the vSphere software components to communicate with each other through a secure token exchange
mechanism, instead of requiring each component to authenticate a user separately with a directory service like Active Directory.

Beginning in vSphere 7.0, deploying a new vCenter Server or upgrading to vCenter Server 7.0 requires the use of the vCenter Server
appliance, a preconfigured virtual machine optimized for running vCenter Server. The new vCenter Server contains all Platform Services
Controller services, preserving the functionality and workflows, including authentication, certificate management, tags, and licensing. It
is no longer necessary nor possible to deploy and use an external Platform Services Controller. All Platform Services Controller services
are consolidated into vCenter Server, and deployment and administration are simplified.

HOL-2410-01-SDC: Virtualization 101

H A N D S - O N  L A B S  M A N U A L  |  3 9

https://www.youtube.com/watch?v=7_vI4_K-Ht8
https://www.youtube.com/watch?v=7_vI4_K-Ht8
https://www.youtube.com/watch?v=7_vI4_K-Ht8


[43][43]vCenter Single Sign On - Typical DeploymentvCenter Single Sign On - Typical Deployment
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Starting with version 5.1, vSphere includes a vCenter Single Sign-On service as part of the vCenter Server management infrastructure.

Authentication with vCenter Single Sign-On makes vSphere more secure because the vSphere software components communicate with
each other by using a secure token exchange mechanism, and all other users also authenticate with vCenter Single Sign-On.

When a user logs in to a vSphere component, or when avCenter Server solution user accesses another vCenter Server service, vCenter
Single Sign-On performs authentication. Users must be authenticated with vCenter Single Sign-On and have the necessary privileges
for interacting with vSphere objects.

vCenter Single Sign-On authenticates both solution users and other users.

�l Solution users represent a set of services in your vSphere environment. During installation, VMCA assigns a certificate to each

solution user by default. The solution user uses that certificate to authenticate to vCenter Single Sign-On. vCenter Single Sign-

On gives the solution user a SAML token, and the solution user can then interact with other services in the environment.

�l When other users log in to the environment, for example, from the vSphere Client, vCenter Single Sign-On prompts for a user

name and password. If vCenter Single Sign-On finds a user with those credentials in the corresponding identity source, it

assigns the user a SAML token. The user can now access other services in the environment without being prompted to

authenticate again.

Which objects the user can view, and what a user can do, is determined by vCenter Server permission settings.

[44][44]Overview of the vCenter Server ApplianceOverview of the vCenter Server Appliance
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The vCenter Server appliance is a preconfigured virtual machine that is optimized for running vCenter Server and the associated
services. The vCenter Server appliance package contains the following software:

�l Photon OS 3.0

�l The vSphere authentication services

�l PostgreSQL

�l VMware vSphere Lifecycle Manager Extension

�l VMware vCenter Lifecycle Manager

Version 8.0 of vCenter Server is deployed with virtual hardware version 10, which supports 64 virtual CPUs per virtual machine in ESXi.
During the deployment, you can choose the vCenter Server appliance size for your vSphere environment size and the storage size for
your database requirements.

For more information regarding vCenter installation options and capabilities, please see the vCenter Server Installation and SetupvCenter Server Installation and Setup
guide.

[45][45]More Information on Single Sign OnMore Information on Single Sign On

The second Module in this lab, Introduction to vSphere Networking and Security covers SSO in more detail.

However, you can also refer to the vSphere Authentication GuidevSphere Authentication Guide for more in-depth requirements and considerations for SSO
architecture in vCenter 7.

[46][46]vCenter Server and Creating a Virtual MachinevCenter Server and Creating a Virtual Machine

The previous lesson reviewed the ESXi Host Client, which can be used to manage one ESXi host at a time. This lesson will introduce the
vSphere Client which is used to connect to vCenter Server to manage your collective infrastructure as a whole. In addition, the process
of creating a virtual machine will also be covered.

The vSphere Client is the primary method for system administrators and end-users to interact with the virtual data center environment
created by VMware vSphere. vSphere manages a collection of objects that make up the virtual data center, including hosts, clusters,
virtual machines, data storage, and networking resources.

The vSphere Client is a Web browser-based application that you can use to manage, monitor, and administer the objects that make up
your virtualized data center. You can use the vSphere Client to observe and modify the vSphere environment in the following ways.

�l Viewing health, status, and performance information on vSphere objects

�l Issuing management and administration commands to vSphere objects

�l Creating, configuring, provisioning, or deleting vSphere objects

You can extend vSphere in different ways to create a solution for your unique IT infrastructure. You can extend the vSphere Client with
additional GUI features to support these new capabilities, with which you can manage and monitor your unique vSphere environment.
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[47][47]Launch FirefoxLaunch Firefox

If you are not already in FirefoxFirefox , click on Firefox on your desktop. If you are already in Firefox, open a new tab.open a new tab.

[48][48]Select vSphere ClientSelect vSphere Client

1.Under the Region A Bookmark's Folder, click the vSphere Web ClientvSphere Web Client bookmark.
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[49][49]Login to vCenterLogin to vCenter

1.Click on LoginLogin to proceed - The credentials should already be pre-populated
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[50][50]vCenter InventoryvCenter Inventory

By default, you are brought to a view that shows the Hosts and Clusters attached to vCenter. Get a more complete look by viewing the
Global Inventory Lists.

1.Click on the MenuMenu hamburger icon on the top left and select Global Inventory ListsGlobal Inventory Lists .

Clicking Global Inventory Lists will take you to the inventory page where you find all the objects associated with vCenter Server systems
such as data centers, hosts, clusters, networking, storage, and virtual machines.
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[51][51]Child objects, Data Centers, and HostsChild objects, Data Centers, and Hosts

1.Click the " Virtual MachinesVirtual Machines " inventory item. By selecting this inventory item, you are presented with a list of the VMs which

are located in this environment.

[52][52]Virtual Machine SummaryVirtual Machine Summary
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Here are all the virtual machines associated with this vCenter instance.

1.Click the " Windows10Windows10 " virtual machine.

1.You will land in the " Summary"Summary" Tab for that virtual machine. In this page, you are able to see all the details regarding the

virtual machine.
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[53][53]Edit the Settings for the Virtual MachineEdit the Settings for the Virtual Machine

1.Review the VM Hardware details for the windows10 virtual machine. Note that there is currently only one network adapter.

2.Click on EditEdit so a second network adapter can be added to the virtual machine. You may need to scroll down to see this

option.
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[54][54]Add a Second Network AdapterAdd a Second Network Adapter

Add another network adapter to the windows10 machine.

1. In the Edit settings window, click the Add New DeviceAdd New Device drop-down menu.

2.Select Network AdapterNetwork Adapter from the list. You may need to scroll down to see the option.
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[55][55]Configure the Second Network CardConfigure the Second Network Card

1.Click the arrow next to the New NetworkNew Network to expand and view its settings. Notice that the MAC address is blank at this point. A

new MAC address will be generated once this NIC is added or we are able to specify (with some rules) our own MAC address.

2.Click on OKOK to add the device to the VM. When you select OKOK a new task will be created.
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[56][56]Recent Tasks List (1/2)Recent Tasks List (1/2)

1.Click on on the ArrowArrow to view the Recent TasksRecent Tasks to watch the task's progress.

[57][57]Recent Tasks List (2/2)Recent Tasks List (2/2)

Review the "Recent Tasks" list. Once the task is complete, a second Network Adapter should be shown in the "VM Hardware" section.
Note the networks are in a disconnected state because the VM is powered off.

Once you are done viewing the Recent Tasks list, click the down-arrows to minimize it.
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[58][58]Create a Virtual MachineCreate a Virtual Machine

In the next steps, we will create a virtual machine and then, install an operating system.

1.To return to the VMs and Templates view, click on MenuMenu .

2.Click into ShortcutsShortcuts

1.Select VMs and TemplatesVMs and Templates .
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[59][59]Select and Expand DatacenterSelect and Expand Datacenter

1.Expand RegionA01RegionA01 Datacenter if you cannot see the virtual machines under it can be seen.
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[60][60]Start the New Virtual Machine WizardStart the New Virtual Machine Wizard

1.Right-click on RegionA01RegionA01 Datacenter.

2.Click New Virtual MachineNew Virtual Machine to start the new virtual machine wizard.

This wizard is used to create a new Virtual Machine and place it in the vSphere inventory.
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[61][61]Virtual Machine WizardVirtual Machine Wizard

1.Since the Create a new virtual machineCreate a new virtual machine wizard is highlighted, just click NextNext .
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[62][62]Name the Virtual MachineName the Virtual Machine

1.Enter web-serv01web-serv01 for the name of the new virtual machine.

2.Click NextNext .
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[63][63]Virtual Machine PlacementVirtual Machine Placement

Because Distributed Resource Scheduler (DRS) is not enabled, you just have to select a host to use for the VM. More details on DRS
will be covered later in this module.

1.Expand RegionA01RegionA01 and RegionA01-COMP01,RegionA01-COMP01, and select esx-01a.corp.vmbeans.comesx-01a.corp.vmbeans.com

2.Click NextNext .
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[64][64]Select StorageSelect Storage

1.Select ds-iscsi01ds-iscsi01 datastore as the storage option.

2.Click NextNext .
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[65][65]CompatibilityCompatibility

1.Select ESXi 8.0 and laterESXi 8.0 and later .

2.Click NextNext to accept.
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[66][66]Guest OSGuest OS

In this step, we will be selecting what operating system we will be installing. When we select the operating system, the supported
virtual hardware and recommended configuration is used to create the virtual machine. Keep in mind this does not create a virtual
machine with the operating system installed, but rather creates a virtual machine that is tuned appropriately for the operating system
you have selected.

1.For the Guest OS FamilyGuest OS Family , select LinuxLinux from the drop-down menu.

2.For the Guest OS VersionGuest OS Version , select VMware Photon OS (64-bit)VMware Photon OS (64-bit) .

3.Click NextNext to continue.
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[67][67]Customize HardwareCustomize Hardware

The recommended virtual hardware settings are shown as the default. These can be modified if needed.

1.Scroll down and expand the New Hard disk*New Hard disk* section.

2.For Disk Provisioning,Disk Provisioning, select Thin ProvisionThin Provision .

3.Click NextNext .

Note: if you miss choosing "Thin Provision", you will run out of disk space for this lab and your Virtual Machine may not power on. Disk
space is limited in this lab environment.
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[68][68]Ready to CompleteReady to Complete

The settings for the virtual machine can be verified prior to it being created.

1.Click FinishFinish to create the virtual machine.
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[69][69]Newly Created Virtual MachineNewly Created Virtual Machine

Congratulations on creating your first virtual machine web-serv01web-serv01 !

In the next steps, Photon OS will be installed on the virtual machine.
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[70][70]Attaching an ISO to a Virtual MachineAttaching an ISO to a Virtual Machine

To make it easier to install operating systems on virtual machines, ISO images can be used. These can be kept in the same storage
used for virtual machines. In addition, vCenter offers a Content Library as a repository. Content Libraries can then be synchronized to
ensure every location is using the same versions.

1.To attach an ISO image to the virtual machine we just created, make sure web-serv01web-serv01 is selected.

2.Right-click on web-serv01web-serv01 and select Edit Settings...Edit Settings...
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[71][71]Content Library ISO FileContent Library ISO File

1.From the CD/DVD drive 1CD/DVD drive 1 drop-down menu, select Content Library ISO FileContent Library ISO File .

This will open a file explorer to select that file.
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[72][72]Select PhotonSelect Photon

1.Click the radio button next to photon-minimal-5.0-dde71ec57.x86_6photon-minimal-5.0-dde71ec57.x86_6

2.Click OKOK.
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[73][73]Connect the DriveConnect the Drive

Finally, we want to attach or connect the ISO image to the virtual machine.

1.Expand the CD/DVD drive 1CD/DVD drive 1 menu

2.Click the Connect At Power OnConnect At Power On check box next to StatusStatus

3.Click OKOK.

Note: The virtual machine's BIOS is set to boot from CDROM only on first boot. If you miss this step you will need to manually adjust the
BIOS to boot from CDROM just like a physical machine.
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[74][74]Power on web-serv01Power on web-serv01

1.Click the green play buttongreen play button to power on the virtual machine and start the installation.

HOL-2410-01-SDC: Virtualization 101

H A N D S - O N  L A B S  M A N U A L  |  6 8



[75][75]Launch ConsoleLaunch Console

1.To launch the console window, click anywhere in the console window screenconsole window screen . Alternatively, you can click on Launch RemoteLaunch Remote

ConsoleConsole

Note you also have the option of using the VMware Remote Console (VMRC). This is console is a separate application that needs to be
installed on your local device as opposed to the Web Console which will launch in a new browser tab. The VMRC can be useful in
certain situations when you need more capabilities, like attaching devices or power cycling options.
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[76][76]Photon Boot ScreenPhoton Boot Screen

A new tab will open and you will be presented with the Photon OS boot screen.

1.Press the EnterEnter key to start the installation process.
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[77][77]License AgreementLicense Agreement

After the boot process is complete, you will be presented with a license agreement.

1.Press EnterEnter to accept.
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[78][78]Select DiskSelect Disk

1.Press EnterEnter to accept the selected disk and use the auto partitioning option.

[79][79]Select your Network ConfigurationSelect your Network Configuration

1.Select Configure network automaticallyConfigure network automatically and press EnterEnter
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[80][80]Linux KernelLinux Kernel

1.Leave the GenericGeneric option, and press Enter.Enter.

NOTE:NOTE: If Hypervisor optimizedHypervisor optimized is selected, the virtual machine will not boot. This is due to the unique environment the Hands-on Labs
are running in.
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[81][81]Rename HostRename Host

1.Use the Backspace key to remove the default hostname.

2.Type web-serv01.web-serv01.

3.Press the EnterEnter key.

[82][82]PasswordPassword

1.For the password, use VMware1!VMware1!VMware1!VMware1!

Note that Photon requires a complex, non-dictionary password, which is why the typical password is being repeated.
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[83][83]Confirm PasswordConfirm Password

1.Type VMware1!VMware1!VMware1!VMware1! again to confirm the password.

2.Press the EnterEnter key.

[84][84]Confirm the Installation of PhotonConfirm the Installation of Photon

1.Use your keyboard arrows to select YesYes, and press EnterEnter
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[85][85]Installation CompleteInstallation Complete

After a minute or two, the installation will be complete.

1.Press a keyPress a key to reboot the virtual machine. After a minute or two, the system should boot the login prompt.

[86][86]vSphere TabvSphere Tab

Now that the operating system has been installed and is up and running, the ISO image needs to be disconnected from the virtual
machine.

1.Select the vSphere- web-serv01vSphere- web-serv01 tab.
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[87][87]Edit SettingsEdit Settings

Make sure web-serv01web-serv01 is still highlighted.

1.Right-click on web-serv01web-serv01 .

2.Select Edit Settings...Edit Settings...
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[88][88]Disconnect CD/DVDDisconnect CD/DVD

1.Verify that the Connected checkboxConnected checkbox in the CD/DVD drive 1*CD/DVD drive 1* section is uncheckedunchecked

2.Click OKOK
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[89][89]web-serv01 Consoleweb-serv01 Console

1.Click the ' XX' to close the console window for web-serv01.

[90][90]Cloning Virtual Machines and Using TemplatesCloning Virtual Machines and Using Templates

VMware provides several ways to provision vSphere virtual machines. In the last lesson, you saw how to create a virtual machine and
manually install the operating system.

The virtual machine that was created can then be used as a base image from which to clone other virtual machines. Cloning a virtual
machine can save time if you are deploying many similar virtual machines. You can create, configure, and install software on a single
virtual machine. You can clone it multiple times, rather than creating and configuring each virtual machine individually.

Another provisioning method is to clone a virtual machine to a template. A template is a master copy of a virtual machine that you can
use to create and provision virtual machines. Creating a template can be useful when you need to deploy multiple virtual machines from
a single baseline but want to customize each system independently of the next. A common value point for using templates is to save
time. If you have a virtual machine that you will clone frequently, make that virtual machine a template, and deploy your virtual
machines from that template.

In this lesson, you will clone an existing Virtual Machine to a Template and deploy a new Virtual Machine from that Template.
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[91][91]Navigate to the VMs and Templates Management PaneNavigate to the VMs and Templates Management Pane

1.Click on the VMs and TemplatesVMs and Templates icon on the left hand side menu.
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[92][92]Launch the Clone Virtual Machine to Template wizardLaunch the Clone Virtual Machine to Template wizard

1.Right-click the Virtual Machine TinyLinux2TinyLinux2 .

2.Select CloneClone.

3.Select Clone to Template...Clone to Template...
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[93][93]Select a Name and FolderSelect a Name and Folder

1. In the Clone Virtual Machine to Template wizard, provide a name for the Template - TinyLinux2 TemplateTinyLinux2 Template

Please leave the location as RegionA01RegionA01 for this lab.

2.Click NextNext
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[94][94]Select Compute ResourceSelect Compute Resource

Select a compute resource:

1.Expand RegionA01-COMP01RegionA01-COMP01 and choose esx-01a.corp.vmbeans.comesx-01a.corp.vmbeans.com

2.Click NextNext .
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[95][95]Select StorageSelect Storage

1.Use the scroll barscroll bar on the right to view the datastores and select ds-nfs01ds-nfs01 as the datastore.

2.Press the NextNext button.
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[96][96]Review the VM Template SettingsReview the VM Template Settings

1.Review the VM Template settings and press the FinishFinish button.

[97][97]Monitor Task ProgressMonitor Task Progress

1.You can monitor the progress in the recent task window.
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1.Once the task has been completed, click on the VM and TemplatesVM and Templates icon. TinyLinux 2 TemplateTinyLinux 2 Template object should be on the

inventory pane.
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[98][98]Launch the Deploy From Template wizardLaunch the Deploy From Template wizard

1.Select the Template, TinyLinux2 TemplateTinyLinux2 Template

2.Right click on TinyLinux2 TemplateTinyLinux2 Template and select New VM from This Template.New VM from This Template.
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[99][99]Select a Name and FolderSelect a Name and Folder

1.Enter app-serv01app-serv01 for the name of the new virtual machine.

2.Leave the default location of RegionA01RegionA01 Datacenter.

3.Click the NextNext button.
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[100][100]Select Compute ResourceSelect Compute Resource

1.Expand RegionA01-COMP01RegionA01-COMP01 and select esx-01a.corp.vmbeans.comesx-01a.corp.vmbeans.com

2.Click NextNext .
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[101][101]Select StorageSelect Storage

1.Select ds-iscsi01ds-iscsi01 as your storage option

2.Click NextNext .
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[102][102]Select Clone OptionsSelect Clone Options

When cloning a virtual machine from a template, the guest operating system and virtual hardware can be modified. For this example,
we will not customize the operating system or hardware.

1.Click NextNext .
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[103][103]Ready to CompleteReady to Complete

1.Review the deployment options and then click FinishFinish.
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[104][104]Monitor Task ProgressMonitor Task Progress

1.You can view the Recent TasksRecent Tasks window to monitor the virtual machine being created from the template.

2.When the task is complete, you will see the app-serv01app-serv01 virtual machine in the inventory pane.

[105][105]Using Tagging and Search to Find Objects QuicklyUsing Tagging and Search to Find Objects Quickly

The vSphere Client provides some powerful search options. This lesson will guide you through the different search options to find the
inventory of interest quickly. Also, the vCenter Inventory Service enables users to create custom defined tags that can be categorized
and added to any inventory objects in the environment. These tags are searchable metadata and reduce the time to find inventory
object information. This lab will cover how to create tags and use the tags for a search.
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[106][106]Search for Virtual MachinesSearch for Virtual Machines

At the top of the vSphere Client is a search bar that can be used to find objects quickly. This can an object's name, like app-serv01 or an
ESXi host. Tags can also be attached to objects and the search feature can be used to find them as well.

1.Click on the search bar at the top of the screen and type TinyTiny.

You can see all of the objects that contain the word tiny.

2.Press the EnterEnter key.
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[107][107]Search ResultsSearch Results

On this page, you can see all the results for objects that contain the word tinytiny . If you have a large inventory, the results can be
narrowed down further by selecting the object type you are looking for. Tags or Custom Attributes could be used to narrow the search
results down. Selecting the object type can help you quickly find the object you are looking for.

1.Click on Virtual Machines.Virtual Machines.
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[108][108]Filter ResultsFilter Results

You can then filter the results down even further by specifying:

�l The Power state of the virtual machine

�l What operating system is running in the virtual machine

�l What Host, Cluster or Datacenter to search in

1.Tick the box next to Powered OffPowered Off and SuspendedSuspended .

The search field is updated with the results.
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[109][109]Save the SearchSave the Search

If this is a frequently used search, it can be saved for use in the future.

1.Click the Save SearchSave Search button.

[110][110]Name SearchName Search
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1.Name the search not-powered-onnot-powered-on

2.Click the SaveSave button.

Note that the name must be in lowercase with no spaces between words.

[111][111]View Saved SearchView Saved Search

1.To view a saved search, click in the Search field.

2.Click on the drop-down arrowdrop-down arrow to see the previously saved search results.

3.Click on #not-powered-on.#not-powered-on.

HOL-2410-01-SDC: Virtualization 101

H A N D S - O N  L A B S  M A N U A L  |  9 8



[112][112]Not-Powered-On-VMsNot-Powered-On-VMs

1.Note that in the Actions menu, this search can be saved as another name and modified. It can also be renamed or deleted.
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[113][113]Tags and Custom AttributesTags and Custom Attributes

You use tags to add metadata to inventory objects. You can record information about your inventory objects in tags and use the tags in
searches.

1.Click MenuMenu on the top left corner

2.Select " Tags and Custom AttributesTags and Custom Attributes "
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[114][114]Creating Tag CategoriesCreating Tag Categories

You use categories to group tags together and define how tags can be applied to objects.

Every tag must belong to one and only one category. You must create at least one category before creating any tags.

1.Click the CategoriesCategories tab.

2.Click NewNew .
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[115][115]New CategoryNew Category

Associable Object Types: We will use the default which states that the new tag in this category can be assigned to all objects. The
other option is you can specify a specific object, such as virtual machines or datastores.

1.Enter " web tierweb tier " for the Category Name.

2.For a description, type " All objects in the web tierAll objects in the web tier ."

3.Keep the default One tagOne tag tags per object

4.Click CreateCreate
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[116][116]Create a New TagCreate a New Tag

The new category has been created.

1.Click the TagsTags tab to create a new a Tag.

2.Click NewNew
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[117][117]Add TagAdd Tag

1.Name the tag Web Server version 2Web Server version 2

2.Leave the web tierweb tier category as is.

3.Select CreateCreate
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[118][118]New TagNew Tag

1.The newly created tag has now been added.

In order for these tags to be useful, they need to be assigned to objects. In the next steps, the tag will be assigned to virtual machines.
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[119][119]Go to InventoryGo to Inventory

1.Click into the MenuMenu on the top left corner

2.Select InventoryInventory
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[120][120]Select a Virtual MachineSelect a Virtual Machine

1.Select the Virtual Machines and TemplatesVirtual Machines and Templates tab

2.Right-click the virtual machine web-serv01web-serv01 .

3.Find Tags & Custom AttributesTags & Custom Attributes

4.Click Assign Tag...Assign Tag...
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[121][121]Assign TagAssign Tag

1.Click the Web Server version 2Web Server version 2 tag.

2.Click AssignAssign.

[122][122]Search Using TagsSearch Using Tags
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1. In the Search field enter " wewe".

2.Select the Tag Web Server version 2.Web Server version 2.

[123][123]Search ResultsSearch Results

1.Click on the ObjectsObjects tab to find the list of objects which have been assigned the Web-serv01Web-serv01 tag.

[124][124]Understanding vSphere High Availability and Distributed Resource Scheduler (DRS)Understanding vSphere High Availability and Distributed Resource Scheduler (DRS)

This lab shows how to use the VMware vSphere Client to enable and configure vSphere Availability and Dynamic Resource Scheduling
(DRS). HA protects from down time by automating recovery in the event of a host failure. DRS ensures performance by balancing virtual
machine workloads across hosts a cluster.

[125][125]What is vSphere High Availability?What is vSphere High Availability?

vSphere High Availability provides high availability for virtual machines by pooling the virtual machines and their hosts into a cluster.
Hosts in the cluster are monitored and in the event of a failure, the virtual machines on a failed host are restarted on alternate hosts.

When you create a vSphere Availability cluster, a single host is automatically elected as the primary host. The primary host
communicates with vCenter Server and monitors the state of all protected virtual machines and of the secondary hosts. Different types
of host failures are possible, and the primary host must detect and appropriately deal with the failure. The primary host must distinguish
between a failed host and one that is in a network partition or that has become network isolated. The master host uses network and
datastore heartbeating to determine the type of failure. Also note that vSphere High Availability is a host function, which means there is
no dependency on vCenter to effectively fail over VMs to other hosts in the cluster.
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[126][126]vSphere High Availability Primary ComponentsvSphere High Availability Primary Components

[127][127]The Primary Host RoleThe Primary Host Role
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[128][128]The Secondary Host RoleThe Secondary Host Role
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[129][129]The Primary Host Election ProcessThe Primary Host Election Process
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[130][130]What is New with DRS in vSphere 7 (5:47)What is New with DRS in vSphere 7 (5:47)

https://www.youtube.com/watch?v=vnuUzW7Yffohttps://www.youtube.com/watch?v=vnuUzW7Yffo
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[131][131]Enable and Configure vSphere High AvailabilityEnable and Configure vSphere High Availability

1.First, click on the MenuMenu hamburger icon on your top left

2.Select InventoryInventory
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1.Select Host and ClustersHost and Clusters

[132][132]Settings for vSphere High AvailabilitySettings for vSphere High Availability

1.Click RegionA01-COMP01RegionA01-COMP01 Cluster.

2.Click ActionsActions to bring up the drop down-menu.

3.Click SettingsSettings .

HOL-2410-01-SDC: Virtualization 101

H A N D S - O N  L A B S  M A N U A L  |  1 1 5



[133][133]Cluster SettingsCluster Settings

1.Click vSphere High AvailabilityvSphere High Availability under ServicesServices to bring up the settings for high availability. Note that you may need to scroll to

the top of the list.

2.Click the EditEdit button next to vSphere HA is Turned OFF.
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[134][134]Enable vSphere HAEnable vSphere HA

1.Click the toggle next to vSphere HAvSphere HA to enable it.

2.From the VM MonitoringVM Monitoring drop-down list, select VM and Application MonitoringVM and Application Monitoring .

By selecting VM and Application Monitoring, a VM will be restarted if heartbeats are not received within a set time, the default is 30
seconds.
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[135][135]Admission ControlAdmission Control

1.Click the Admission ControlAdmission Control tab.

2. In the Define host failover capacity byDefine host failover capacity by drop-down menu, select Cluster resource Percentage.Cluster resource Percentage.

We are setting aside a certain percentage of CPU and Memory resources to be used for failover, in the above case 25% for each.
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[136][136]Heartbeat DatastoresHeartbeat Datastores

1.Click Heartbeat DatastoresHeartbeat Datastores .

2.Select Automatically select datastores accessible from the hostsAutomatically select datastores accessible from the hosts .

This is another layer of protection. Heartbeat Datastores allows vSphere HA to monitor hosts when a management network partition
occurs and to continue to respond to failures that occur.

3.Click OKOK to enable vSphere HA.
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Note: If you do not see the OKOK button, you may need to zoom out on the web browser to see it.
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[137][137]Monitor the TaskMonitor the Task

It will take a minute or two to configure vSphere HA. You can monitor the progress in the Recent Tasks window.

Once the three tasks have been completed, you can move on to the next step.

[138][138]Use the Summary Tab to Verify that HA Is EnabledUse the Summary Tab to Verify that HA Is Enabled

1.Click the SummarySummary tab

2.Scroll down

3.Locate vSphere HAvSphere HA panel in the data area.

If vSphere HAvSphere HA does not show ProtectedProtected and the tasks completed successfully, you may need to click the refresh button.
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Notice the bars that display resource usage in blue, protected capacity in light gray, and reserve capacity using stripes.

[139][139]Enable Distributed Resource Scheduler (DRS)Enable Distributed Resource Scheduler (DRS)

1.Click on the ConfigureConfigure tab to start the process of enabling Distributed Resource Scheduler.

2.Click vSphere DRSvSphere DRS.

3.Under the "..." button, click on EditEdit to modify the DRS settings.
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[140][140]Enable Distributed Resource Scheduler (DRS)Enable Distributed Resource Scheduler (DRS)

1.Verify that vSphere DRSvSphere DRS is enabled. If not, click the vSphere DRS to enable.

2.Click the drop-down menu next to Automation LevelAutomation Level and select Fully AutomatedFully Automated .

3.Click OKOK.
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[141][141]Automation LevelsAutomation Levels

The chart shown above is showing how DRS affects placement and migration according to the setting Manual, Partially Automated or
Fully Automated.

[142][142]Check Cluster BalanceCheck Cluster Balance
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1.Click the SummarySummary tab to display the current status of the cluster.

2.The Summary tab of the Cluster RegionA01-COMP01 shows the current balance of the cluster. Also shown in the DRS section

is how many recommendations or faults that have occurred with the cluster. (You may have to scroll down to see the vSphere

DRS widget).

[143][143]vSphere 8 Fault Tolerance Provides Continuous AvailabilityvSphere 8 Fault Tolerance Provides Continuous Availability

You can use vSphere Fault Tolerance for your virtual machines to ensure continuity with higher levels of availability and data protection.
Fault Tolerance is built on the ESXi host platform, and it provides availability by having identical Virtual Machines (VM) run on separate
hosts.

vSphere Fault Tolerance (FT) provides continuous availability by creating and maintaining the states of a Primary and Secondary VMs
identical. In the event of a failover situation, the Secondary VM will be executed and it will replace the Primary VM (the protected virtual
machine) The duplicate virtual machine, the Secondary VM, is created and runs on another host. The primary VM is continuously
replicated to the secondary VM so that the secondary VM can take over at any point, thereby providing Fault Tolerant protection. The
Primary and Secondary VMs continuously monitor the status of one another to ensure that Fault Tolerance is maintained.

Fault Tolerance avoids "split-brain" situations, which can lead to two active copies of a virtual machine after recovery from a failure.
Atomic file locking on shared storage is used to coordinate failover so that only one side continues running as the Primary VM and a
new Secondary VM is respawned automatically.

[144][144]VMware vSphere Fault ToleranceVMware vSphere Fault Tolerance
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Benefits of Fault Tolerance:

�l Protect mission critical, high performance applications regardless of OS; No application-specific management and learning

�l Continuous availability - Zero downtime, zero data loss for infrastructure failures; no loss of TCP connections

�l Fully automated response

Several typical situations can benefit from the use of vSphere Fault Tolerance . Fault Tolerance provides a higher level of business
continuity than vSphere HA. When a Secondary VM is called upon to replace its Primary VM counterpart, the Secondary VM
immediately takes over the Primary VMs role with the entire state of the virtual machine preserved. Applications are already running,
and data stored in memory does not need to be reentered or reloaded. Failover provided by vSphere HA restarts the virtual machines
affected by a failure.

This higher level of continuity and the added protection of state information and data informs the scenarios when you might want to
deploy Fault Tolerance.

�l Applications which must always be available, especially applications that have long-lasting client connections that users want

to maintain during hardware failure.

�l Custom applications that have no other way of doing clustering.

�l Cases where high availability might be provided through custom clustering solutions, which are too complicated to configure

and maintain.

Another key use case for protecting a virtual machine with Fault Tolerance can be described as On-Demand Fault Tolerance. In this
case, a virtual machine is adequately protected with vSphere HA during normal operation. During certain critical periods, you might
want to enhance the protection of the virtual machine. For example, you might be running a quarter-end report which, if interrupted,
might delay the availability of critical information. With vSphere Fault Tolerance, you can protect this virtual machine before running this
report and then turn off or suspend Fault Tolerance after the report has been produced. You can use On-Demand Fault Tolerance to
protect the virtual machine during a critical time period and return the resources to normal during non-critical operation.

See the Performance Best Practices for VMware vSpherePerformance Best Practices for VMware vSphere and vSphere 8.0 AvailabilityvSphere 8.0 Availability for more information.

[145][145]Monitoring Events and Creating AlarmsMonitoring Events and Creating Alarms

vSphere includes a user-configurable events and alarms subsystem. This subsystem tracks events happening throughout vSphere and
stores the data in log files and the vCenter Server database. This subsystem also enables you to specify the conditions under which
alarms are triggered. Alarms can change state from mild warnings to more serious alerts as system conditions change and can trigger
automated alarm actions. This functionality is useful when you want to be informed, or take immediate action, when certain events or
conditions occur for a specific inventory object, or group of objects.

Events are records of user actions or system actions that occur on objects in vCenter Server or on a host. Actions that might be
reordered as events include, but are not limited to, the following examples:

�l A license key expires

�l A virtual machine is powered on

�l A user logs in to a virtual machine

�l A host connection is lost

Event data includes details about the event such as who generated it, when it occurred, and what type of event.
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Alarms are notifications that are activated in response to an event, a set of conditions, or the state of an inventory object. An alarm
definition consists of the following elements:

�l Name and description - Provides an identifying label and description.

�l Alarm type - Defines the type of object that will be monitored.

�l Triggers - Defines the event, condition, or state that will trigger the alarm and defines the notification severity.

�l Tolerance thresholds (Reporting) - Provides additional restrictions on condition and state triggers thresholds that must be

exceeded before the alarm is triggered.

�l Actions - Defines operations that occur in response to triggered alarms. VMware provides sets of predefined actions that are

specific to inventory object types.

Alarms have the following severity levels:

�l Normal �Ñ green

�l Warning �Ñ yellow

�l Alert �Ñ red

Alarm definitions are associated with the object selected in the inventory. An alarm monitors the type of inventory objects specified in its
definition.

For example, you might want to monitor the CPU usage of all virtual machines in a specific host cluster. You can select the cluster in the
inventory and add a virtual machine alarm to it. When enabled, that alarm will monitor all virtual machines running in the cluster and will
trigger when any one of them meets the criteria defined in the alarm. If you want to monitor a specific virtual machine in the cluster, but
not others, you would select that virtual machine in the inventory and add an alarm to it. One easy way to apply the same alarms to a
group of objects is to place those objects in a folder and define the alarm on the folder.

In this lab, you will learn how to create an alarm and review the events that have occurred.
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[146][146]Review Default AlertsReview Default Alerts

1.Click on the hamburger MenuMenu on your top left

2.Click on EventsEvents
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[147][147]Event ConsoleEvent Console

1.Click on the TypeType column to sort by level of severity.

2.Select an event to review the details of the event. Click on the " >>" button to expand its details.
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[148][148]Setup NotificationsSetup Notifications

1.Click on the hamburger MenuMenu on your top left

2.Click InventoryInventory
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